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Abstract
With cloud-side computing and rendering, mobile cloud gam-
ing (MCG) is expected to deliver high-quality gaming experi-
ences to budget mobile devices. However, our measurement
on representative MCG platforms reveals that even under
good network conditions, all platforms exhibit high interac-
tive latency of 112–403 ms, from a user-input action to its
display response, that critically affects users’ quality of ex-
perience. Moreover, jitters in network latency often lead to
significant fluctuations in interactive latency.

In this work, we collaborate with a commercial MCG plat-
form to conduct the first in-depth analysis on the interactive
latency of cloud gaming. We identify VSync, the synchro-
nization primitive of Android graphics pipeline, to be a key
contributor to the excessive interactive latency; as many as
five VSync events are intricately invoked, which serialize the
complex graphics processing logic on both the client and
cloud sides. To address this, we design an end-to-end VSync
regulator, dubbed LoopTailor, which minimizes VSync events
by decoupling game rendering from the lengthy cloud-side
graphics pipeline and coordinating cloud game rendering di-
rectly with the client. We implement LoopTailor on the col-
laborated platform and commodity Android devices, reducing
the interactive latency (by ∼34%) to stably below 100 ms.

1 Introduction
Recent years have witnessed the emergence and prosperity of
cloud gaming for mobile games (termed mobile cloud gaming,
or MCG), which enables high-quality gaming experiences on
mid- to low-end devices. Typically, mobile games run in vir-
tualized environments (e.g., an emulator/a container) hosted
on cloud servers, and rendered frames are live-streamed over
the network to a thin client app on the user device.

Motivation. To achieve smooth gaming experiences, MCG
platforms are expected to provide users with a high media
streaming bandwidth (e.g., 10+ Mbps) [23] and a low inter-
active latency (i.e., the delay between a user-input action
and when the game’s response to that action manifests at
the client) within ∼100 ms [54]. In practice, the former has
been largely fulfilled by the deployment of geo-distributed
cloud/edge servers [24]. Nevertheless, the latter, as a key met-
ric that directly determines the QoE of MCG, seems far from
satisfactory [3, 54]. MCG’s interactive latency has not been

∗ Co-primary authors. Zhenhua Li is the corresponding author.

well understood—it is more than network latency due to the
complexity of cloud-side processing and virtualization [72].

We conduct the first in-depth comparative measurement
study of MCG and CCG (cloud gaming for console games,
or console cloud gaming) on interactive latency character-
istics in practice. Our measurement is based on eight repre-
sentative cloud gaming platforms: GeForce Now [61], Boos-
teroid [20], JoyArk [41], CloudMoon [26], NetEase Cloud
Gaming [58], Tencent Pioneer [78], Tencent Start [79], and X-
MCG (anonymized due to their commercial concerns), regard-
ing both mobile and console games under diverse scenarios.
The study reveals important and surprising results:

• Our measured minimum interactive latency of MCG is as
high as 112 ms, 42% larger than that of CCG. This implies
that the processing logic of MCG should be more complex
than that of CCG and the interactive latency of today’s
MCG cannot meet the users’ requirements (<100 ms).

• The interactive latency has little to do with the user re-
quest workload but much to do with the game rendering
workload. Specifically, the interactive latency looks similar
during peak and non-peak hours (indicating sufficient scal-
ability), but surprisingly (up to 48%) higher for simple 2D
games than for complex 3D games (mostly relating to the
unbalanced resource allocation strategy of a platform).

• On average, network latency only accounts for 17% of the
interactive latency, indicating that network is not the key
bottleneck. In fact, a jitter (≤2 ms) in network latency often
has a “butterfly effect” on the interactive latency (≥10 ms).

The above drive us to go beyond RTT and understand the
interactive loop of MCG, including every step in the back-
and-forth MCG processing pipeline. However, the interactive
loop of commercial MCG platforms is rarely studied in depth
as it involves not only network links but also complex backend
processings in the cloud, which are typically invisible.

Analysis. To deeply understand the interactive loop of MCG,
we contacted developers of each platform. One platform X-
MCG (anonymized due to their commercial concerns) shared
their design and agreed to collaborate with us on improving in-
teractive latency. Its cloud side relies on a state-of-the-art An-
droid emulator Trinity [33] (optimized for high-performance
graphics rendering) and a widely-used streaming tool Sun-
shine [51]. Its client side is extended from Moonlight (the
client of Sunshine), supporting hardware-accelerated video
decoding and High Dynamic Range (HDR) streaming. We
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Figure 1: The interactive loop of X-MCG.

take this unique opportunity to first expose to the public a
state-of-the-art MCG system’s interactive loop, and uncover
the root cause of the unsatisfactory interactive latency.

To precisely trace the data flow of a game frame in X-MCG,
we instrument relevant system services of Android, the GPU
module of Trinity, and core modules of Sunshine/Moonlight.
We find that the key bottleneck of the interactive latency is
the cloud-side graphics pipeline. More in depth, the major la-
tency of the cloud-side graphics pipeline does not lie in game
rendering (23%), but the Vertical Synchronization (VSync)
operations [2, 18, 53] (36%) in mobile OSes. As a synchro-
nization primitive, VSync synchronizes frame production and
consumption rates (e.g., the output frame rate of the GPU
and the refresh rate of the display) among different stages
in a graphics pipeline to avoid screen tearing [53] (i.e., a
visual artefact that occurs when a display device shows pixels
from multiple frames in a single screen draw). Given that
graphics pipelines of mobile systems are designed to han-
dle diverse workloads with power-constrained hardware and
fixed-refresh-rate display [18], VSync is built into the Android
graphics pipeline as a system-level always-on mechanism.

Given the multi-component and multi-stage nature of the
MCG graphics pipeline, severe performance penalty is in-
curred as each VSync event may cause an uncertain latency.
As shown in Figure 1, a game frame encounters as many as
five VSync events, creating up to 83 ms extra latency. Given
the periodicity of VSync events, even a slight network jitter
(e.g., 1 ms) can lead to a frame deadline miss, resulting in a
significant fluctuation (e.g., 13 ms) in interactive latency. Note
that the tight coupling of VSync with Android makes it not
limited to specific emulators or streaming tools, but affects
other representative MCG solutions (e.g., DroidCloud [47])
as well, incurring even higher (20%+) latencies (§6).

We argue that the VSync overhead in the MCG graphics
pipeline can be effectively optimized away with specialized
system design. Basically, current uses of VSync are built
for general-purpose mobile usage, where multiple apps and
system services may render simultaneously and thus require
sophisticated synchronizations to achieve smooth and correct
rendering. However, in MCG, the game app process monopo-
lizes the rendering pipeline, and thus game-irrelevant synchro-
nizations within the cloud (i.e., VSync2 and VSync3) could
be avoidable, given that layer composition and virtual display
only append system UIs (e.g., a status bar) to a game frame.
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Figure 2: The interactive loop of X-MCG using LoopTailor.

Essentially, only coordination with the client is a necessity,
leaving considerable space for optimization inside the cloud.

Optimization. We present LoopTailor, an end-to-end VSync
regulator to decouple game rendering from the lengthy cloud
pipeline (thus reducing four cloud VSync events to two), and
coordinate its pace directly with the client (VSync5). To do
so, LoopTailor carefully streamlines MCG’s interactive loop.
As shown in Figure 2, LoopTailor consists of two modules:
Game Frame Interceptor which extracts and reroutes game
frames to bypass unnecessary VSyncs (VSync2 and VSync3),
and Remote VSync Coordinator which coordinates ahead of
time the remaining VSyncs (VSync1, VSync4, and VSync5)
on both sides. LoopTailor’s approach is transparent to spe-
cific VSync implementations, making it a generic approach
requiring minimum modifications to the host/guest OS.

Nevertheless, realizing LoopTailor is challenging. First,
extracting game frames halfway from the pipeline can intro-
duce non-trivial guest-host frame copy overheads. Second,
VSync coordination between the cloud and the client requires
accurately predicting latencies of intervening stages, as a pre-
diction error may cause a frame deadline miss at the client.

For intercepting game frames, conventional approaches
like app-level render redirection [15,87] and framework-level
buffer hooking [83] induce substantial overheads of frame
copies in the virtual mobile graphics stack. Our solution in-
stead breaks the boundary of the guest system and the host
virtual GPU to efficiently identify render instructions issued
by the game and capture the game frames in place, thus min-
imizing frame copies between the CPU and the GPU. The
Interceptor then immediately forwards the game frames to the
encoder, so that VSync2 and VSync3 are bypassed.

For multi-stage latency prediction, we discover that the la-
tencies (incurred by game rendering, frame encoding, network
transmission, and frame decoding), despite heterogeneous and
fluctuating, can be forecast hierarchically with a low standard
deviation (<1.3 ms) based on their latent correlations. Thus,
we devise a Synergetic VSync Alignment approach which
proactively adjusts the execution time of rendering/encoding
operations across the cloud-side pipeline, so as to minimize
the client-side frame deadline miss rate (0.3%).

We implement LoopTailor atop X-MCG with 15K lines
of C/C++/Python code and evaluate its real-world perfor-
mance with 100 mobile devices. Our prototype is applicable
to both single- and multi-player mobile games. The results



demonstrate that LoopTailor can achieve desirable interactive
latencies of 82-96 ms (with X-MCG’s geo-distributed edge
servers), 34% lower than that of X-MCG’s original solution.
The average ratio of interactive latency fluctuation to network
jitter is greatly reduced from 11.52 to merely 1.23.

Contribution. We make the following contributions:

• We make a month-long measurement study on 8 represen-
tative cloud gaming platforms, revealing important results
on interactive latency and optimization opportunities.

• We conduct the first in-depth study of MCG’s interactive
loop. Our analysis identifies the VSync mechanism in the
cloud-side graphics pipeline of MCG as a key contributor
to the excessive interactive latency, which can be effectively
optimized with specialized design for MCG.

• We design and implement LoopTailor to streamline X-
MCG’s interactive loop, achieving sub-100 ms interactive
latency in real-world deployments. The code and data are
released at https://MCGlatency.github.io.

2 Measurement Study in the Wild
In this section, we introduce our methodology of measuring
the interactive latency of commercial cloud gaming platforms
(§2.1), and present multifold data analysis results (§2.2).

2.1 Measurement Methodology
Due to commercial interests and security concerns, almost
all the commercial cloud gaming platforms are closed-source
systems and provide very limited technical documentation to
the public. Therefore, we measure the interactive latency of a
platform from the outside in a record-and-recognize approach.

First, we use high-speed cameras to record videos of
user interactions with games with an ultra-high frame rate
of 2000 FPS (Frame Per Second) and Full-HD resolution
(1920×1080). We position 2 cameras in front of and at the
side of the device screen respectively, so that both user ac-
tions and visual game contents can be clearly observed. For
recorded videos, we examine each frame in a hybrid (manual
and algorithmic) approach to recognize the timestamp when
the user input action happens, as well as the timestamp when
the corresponding response of the action manifests.

In detail, we record specific interaction patterns for each
game (e.g., invoking game menus, changing views, and touch-
ing in-game buttons), which are performed with styluses in-
stead of fingers to ease detection. After recording, we leverage
conventional computer vision algorithms [43, 90, 92] to de-
tect and track objects in the frames. We first detect the stylus
and the screen from the side view of the device screen, and
then recognize the very frame (when the distance between
the stylus and the screen reaches the minimum) as the start
of an interaction. After that, we track the pattern-specific re-
sponse objects (e.g., button highlight) case-by-case in the
front view of the device screen to identify the end of an in-
teraction. Such an approach is common practice in existing

Table 1: Eight representative cloud gaming platforms studied
in this work, in alphabetical order by their names.

ID Platform Country Type

1 Boosteroid USA CCG
2 CloudMoon USA MCG
3 GeForce Now USA CCG
4 JoyArk USA MCG+CCG
5 NetEase Cloud Gaming China MCG+CCG
6 Tencent Pioneer China MCG
7 Tencent Start China CCG
8 X-MCG China MCG

work for collecting visual-related delays [31], and the ac-
curacy of the algorithms can reach 99+% according to our
random sampling-based manual checking. In this way, the
interactive latency can be deemed as the time interval be-
tween the two timestamps, with a negligible error of up to
two frames (∼1.0 ms) introduced by the camera.

Further, we are curious about the network impact on the
interactive latency since this is what common users are the
most concerned with. Once a user suffers from high inter-
active latency, s/he is most likely to complain about the net-
work latency. To address the concern, almost all the com-
mercial cloud gaming platforms have on-screen widgets pre-
senting the real-time network latency (via their client apps),
which greatly facilitates our recording the network latency.1

Since a low network bandwidth can also lead to high in-
teractive latency, we periodically record the downlink band-
width with the lightweight Android API NetworkStatsMan-
ager.querySummaryForDevice() in the meantime.

As listed in Table 1, we study 8 representative cloud gaming
platforms that are highly popular in either the USA or China,
using 100 mobile devices of 43 device models (1.8-3.3 GHz
CPU frequency, 4-16 GB memory, and Android 9-13) geo-
distributed in the corresponding countries (50 in 3 cities in
the USA and 50 in 3 cities in China). Among them, three are
CCG platforms, three are MCG platforms, and two support
both CCG and MCG. We include CCG in our measurements
to understand latency differences between MCG and CCG.

For each platform, we select its top-10 popular games to
measure the interactive latencies with different radio access
technologies (RATs): 5G (37%), 4G (29%), and WiFi (34%).
We set the streaming resolution and frame rate of each plat-
form to 1080P and 60 FPS respectively, which are the default
settings of most platforms. Also, we use the 100 mobile de-
vices to play games at different times (0:00, 3:00, ..., 21:00,
UTC+8) every day during a whole month (May. 2023), so
as to figure out the influence of user request workloads. The
duration of game playing each time is five minutes.

Ethical Claim. All the measurements and analyses through-
out this work are conducted with explicit permission of users
and no ethical concern is raised in this work.

1Some platforms may not be reporting accurate latency values, and dif-
ferent platforms may have different methodologies to calculate the latency.

https://MCGlatency.github.io
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Figure 3: Average interactive latency
of each platform. “M” and “C” denote
MCG and CCG respectively.
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Figure 6: Average interactive latencies
of our studied MCG and CCG plat-
forms with different RATs.
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Figure 7: Interactive and network latencies
during a typical measurement on top of
Tecent Pioneer.
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Figure 8: Average interactive latency
of Tencent Pioneer at different times of
a typical day (time zone: UTC+8).

2.2 Measurement Results
Among our records of individual measurements, a small por-
tion (6%) are undesirable because it is difficult for us to ana-
lyze their relevant interactive latencies. For example, when the
downlink bandwidth is insufficient, we can hardly quantify its
remarkable and highly fluctuating influence on the interactive
latency, thus making our analyses obscure. After ruling out
such cases, we obtain a total of 20,096 valid records, which
reveal quite a few surprising results with regard to interactive
latencies of today’s commercial MCG platforms.

General Statistics. All the studied MCG platforms suffer
from unsatisfactory interactive latencies ranging from 112 ms
to 403 ms—recall in §1 that smooth gaming experiences re-
quire a low interactive latency within 100 ms. In contrast,
in non-negligible (35%) cases interactive latencies of CCG
stay below 100 ms. Obviously shown in Figure 3 (in all the
bar charts throughout this paper, each error bar denotes the
standard deviation of the corresponding sub-bar), interactive
latencies of MCG are generally higher than those of CCG.

As shown in Figure 4, our measured minimum interactive
latency of MCG (112 ms) is 42% larger than that of CCG
(79 ms), and the average interactive latency of MCG (163 ms)
is 37% larger than that of CCG (119 ms). Regarding average
interactive latency, even the fastest MCG platform (8M: X-
MCG) is slower than the slowest CCG platform (4C: JoyArk).
We attribute the above to the more complex processing logic
of MCG compared with CCG, i.e., the mobile OS virtual-
ization specially required by MCG. In fact, CCG platforms

typically use hardware-assisted virtualization techniques (e.g.,
SR-IOV [62]) to share resources to VM instances, whose per-
formance is close to direct hardware access. But for MCG,
given the poor driver support of desktop GPUs in mobile
OSes, para-virtualized GPUs with additional virtualization
logic are usually required. Hence, there exists a gap in render-
ing performance between the CCG and MCG backends.

Network Impact. Contrary to most users’ common beliefs,
most of the excessive MCG latency is not attributed to the net-
work. With the network latency excluded (then the remaining
latency is referred to as the non-network latency), the mini-
mum non-network latency of MCG is still as high as 104 ms
(>100 ms), 46% larger than that of CCG (71 ms), as indicated
in Figure 5. This is because all our studied platforms have de-
ployed geo-distributed cloud and/or edge servers across either
the USA or China, making the network latency pretty low in
most cases. Concretely, in 81% of the valid records, the user
device lies in the same city as the cloud/edge server. More
in detail, no matter which RAT is used, the network latency
(averaging between 24 ms and 31 ms) only takes up a small
portion (averaging between 15% and 25%) of the interactive
latency, as indicated in Figure 6.

Common wisdom suggests a positive correlation between
interactive latency and network latency. Surprisingly, in a
non-trivial portion (13%) of our measurements the interactive
latency is negatively correlated with the network latency. To
visualize this, Figure 7 depicts results during a typical mea-
surement that includes such unexpected cases. Dots under



shadows denote cases of a negative correlation between in-
teractive latency and network latency. The reason behind the
above counter-intuitive phenomenon will be detailed in §3.3.
User Request Workload. Figure 8 presents average inter-
active latencies at different times of a typical day on Tencent
Pioneer, the most popular MCG platform in our measurement.
There is no significant difference between the interactive la-
tencies during peak hours (12:00 – 21:00) and non-peak hours
(00:00 – 12:00, 21:00 – 24:00). Further, we do not see notable
variation among the interactive latencies in different days of a
week, either. The above hold true for other MCG platforms as
well, revealing that today’s MCG platforms possess sufficient
scalability to serve a fluctuating user request workload.
Game Rendering Workload. Recall that for each platform,
we select its top-10 popular games to play and measure in-
teractive latencies, including simple 2D games, complex 3D
games, and so forth. Surprisingly, we note that on all MCG
platforms, simple 2D games with light rendering workloads
suffer from higher interactive latencies (10% on average) com-
pared with graphics-intensive 3D games. Given that official
documents of some MCG platforms mention that they selec-
tively schedule GPU resources for different game types [80],
we suspect that the surprising observation might be owing to
unbalanced resource allocation strategies, i.e., overly priori-
tizing the QoE of complex 3D games while ignoring require-
ments of lightweight 2D games. To validate the conjecture,
we consulted the customer service of each MCG platform,
and two of them acknowledge that simple 2D games are of-
tentimes subject to insufficient GPU resource allocations.

3 Diagnosing the Undesirable Interactive La-
tency of MCG

To further discover the root causes behind the above obser-
vations, we contacted the developers of the five commercial
MCG platforms. Eventually, the developers of X-MCG agreed
to share their design with us and collaborate with us to diag-
nose the undesirable interactive latency atop their platform.

In this section, we first introduce important background
knowledge regarding mobile graphics pipelines and VSync
(§3.1). Then, we dissect the end-to-end interactive loop of X-
MCG into 16 pipeline stages (§3.2). Afterwards, we measure
the latencies of key stages in the X-MCG pipeline to quanti-
tatively explain why the interactive latency is unsatisfactory
(§3.3). We will discuss system architectures of other MCG
solutions and the generalizability of our findings in §6.

3.1 Mobile Graphics Pipeline and VSync
The graphics pipelines of modern mobile OSes consist of
multiple stages due to the users’ diverse needs for graphics;
each stage performs its unique functionality. When a game
is played on an Android device, for instance, the game is
typically the beginning of the graphics pipeline. The game
performs graphics rendering by writing its contents into a
frame buffer (or frame for short) from a buffer queue termed

Surface [9]. At the same time, other system apps (e.g., sys-
tem UI) may render contents into their own Surfaces.

Various Surfaces are connected to a compositor called
SurfaceFlinger [10], whose job is to merge the contents of
individual Surface layers into one or more graphic frames
for display. In other words, after game frames are rendered,
SurfaceFlinger conducts Layer Composition [14] on the
frames. The composited result is then sent to a Hardware
Composer (HWcomposer) module [13], which submits the
contents to the actual display hardware.

It is worth noting that the stages usually work in their own
paces, which can cause frame access issues. For example,
while SurfaceFlinger regularly conducts Layer Compo-
sition at the refresh rate of the display, the pace of game
rendering can be rather uncertain. When the game delivers
a new frame to SurfaceFlinger while it is compositing,
the composited result may contain portions of multiple game
frames, leading to the screen tearing [53] problem.

To address screen tearing, modern mobile OSes typically
adopt the VSync mechanism; other mechanisms (e.g., Triple
Buffering [34]) have also been proposed, but each of them
alone is generally unsuited to power-restrained mobile sys-
tems without the help of VSync [2]. As mentioned before,
VSync is a classic access control mechanism (or synchro-
nization primitive) for the graphics pipeline, which controls
the frame intervals of two adjacent stages to make the frame
access exclusive. It works in an event-driven manner: frame
consumption is triggered periodically by VSync events at a
pace specified by the consumer (e.g., when the display with a
refresh rate of 60 FPS is the consumer, the period is 1/60 s).
Note that the frequency and period of VSync events are de-
termined by the frame rate of the consumer in a graphics
pipeline, and thus cannot be adjusted freely.

In each period, when the producer finishes frame produc-
tion, it waits for the vertical blanking interval [44] (i.e., the
time interval between the end of a production and the next
VSync event of the consumer). Then, it delivers the frame to
the consumer only when no consumption (e.g., frame draw-
ing) is in progress, so as to avoid screen tearing while saving
its power (i.e., preventing the producer from generating too
many frames that cannot be processed by the consumer). In
other words, when the processing of one frame is finished, the
graphics pipeline will not process a new frame immediately;
instead, the processing of a new frame will be delayed till the
signaling of the next VSync event, thus creating an uncertain
latency. Worse still, the latencies can accumulate in a lengthy
graphics pipeline, leading to unsatisfactory user experiences.

3.2 The Interactive Loop of X-MCG
X-MCG is developed and commercialized through the combi-
natory use of Trinity and Sunshine on the cloud side, as well
as extending Moonlight (the client of Sunshine) as the client
app. The developers of X-MCG carefully make the choice
by conducting benchmarks on various existing MCG solu-



tions, which will be elaborated in §6. Further, they customize
the AOSP (Android Open Source Project) [11] system that
runs within the cloud servers by pruning unnecessary system
services like BatteryService [76].

The high-level interactive loop of X-MCG is presented
in Figure 1. It comprises as many as 16 stages as shown in
Figure 9, which will be detailed below. The pipeline starts
from the user interaction with the client display hardware,
and the client app captures user inputs (Stage 1: User Input
Capture). Inputs are then sent to the cloud-side streaming
component Sunshine (Stage 2: User Input Transmission).
Upon receiving inputs, Sunshine injects them into the mobile
game application that runs on the guest OS (Stage 3: Input
Injection). As mentioned before, the guest OS is a customized
AOSP system that runs within the Trinity emulator.

Afterwards, the game prepares to process the inputs and
render the game graphics. To avoid screen tearing and con-
serve power, mobile games synchronize the game’s frame rate
to a portion of the display refresh rate of the device [28, 81].
As explained in §3.1, they use VSync events to control how
quickly game frames should be produced, which is usually
specified by the developer/user via an in-game option. Con-
sequently, user inputs need to wait for a VSync event before
it gets processed and the game rendering starts (Stage 4:
VSync1), and VSync1 cannot be disabled as it is built deep
into the game rendering logic for supporting fixed-refresh-rate
mobile display.

With regard to game rendering, modern mobile games usu-
ally use rendering APIs like OpenGL ES [16] to render into
their Surfaces (Stage 5: Game Rendering). In order to
achieve GPU-accelerated rendering in AOSP, typical solutions
(e.g., Google Android Emulator [8] and DroidCloud [47]) for-
ward render instructions from the GPU driver in AOSP to the
host-side virtual GPU device using remote procedure calls
(RPCs), which turns out to be slow and expensive. In contrast,
through the novel graphics projection mechanism [33], the
Trinity emulator directly resolves the vast majority (>99%) of
rendering API calls within the guest GPU driver, significantly
reducing RPC calls and improving the rendering performance.

When game rendering finishes, the results are submitted
to SurfaceFlinger. SurfaceFlinger has to work in the
same pace with the display hardware, and therefore needs
to wait for VSync (Stage 6: VSync2) before compositing
the output of the game app including system UIs (Stage 7:
Layer Composition I). Subsequently, the composited frame
is sent to HWcomposer, which waits until the display hard-
ware has finished the scan-out [32] of the previous frame
(Stage 8: VSync3). Then, HWcomposer presents the frame to
the virtual offscreen display device provided by the Trinity
emulator (Stage 9: Virtual Display). VSync2 and VSync3
can introduce fluctuating delays due to highly variable game
rendering workloads as well as possible resource contention
in commercial MCG platforms, given that hardware resources
are typically shared to a large number of virtualized instances
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Figure 9: The 16 stages in the interactive loop of X-MCG.

with diverse game workloads.
Afterwards, Virtual Display forwards the frame to the Sun-

shine encoder. The encoder performs frame encoding accord-
ing to the video frame rate set by the user, so a separate VSync
is used (Stage 10: VSync4). VSync4 exists because the client-
side video frame rate may be different from the cloud-side
game frame rate, and simple strategies like delivering frames
immediately cannot satisfy the frame rate requirement of the
client. The encoder and the Virtual Display are coordinated in
the host virtual GPU, so that frame forwarding and encoding
take place in the GPU with minimal frame copies between
GPU and CPU (Stage 11: Frame Encoding).

Over the network, the encoded game frame is transmitted
to the client (Stage 12: Game Frame Transmission), which
collects and decodes the frame (Stage 13: Frame Decoding).
Then, similar to VSync2, the decoded frame waits for another
VSync event triggered by the client SurfaceFlinger (Stage
14: VSync5) before conducting Layer Composition (Stage 15:
Layer Composition II). Note that VSync5, as a client-side
VSync, can be disabled, but only with developer/root privi-
leges. Furthermore, once it is disabled, the effect is global and
other apps will also suffer from side-effects like screen tearing
and increased power consumption, which is thus unacceptable
to normal users. Finally, the composited frame is scanned out
by the display hardware (Stage 16: Display)2.

3.3 Root Cause Analysis
Among the 16 stages, we want to uncover which ones con-
tribute the most to the interactive latency. To this end, we
conduct an in-depth measurement on the end-to-end loop
of X-MCG using 10 phones (with different device models)
whose OSes are tailored for detailed latency recording. Given
that delays of Stage 1 and Stage 16 are mostly induced by
the display hardware and thus can hardly be measured by
software means, we focus on measuring delays of Stages 2-15
(so that we can infer the sum delay of Stage 1 and Stage 16).

To precisely trace the data flow of a specific game frame
in a lightweight manner, we measure passively by instru-

2Similar to VSync3, the composited frame needs to wait for another
VSync event before the display scan-out, but as this VSync lies deep inside
the client system and is invisible to user apps, we merge it to Stage 16.



Table 2: Latency breakdown of X-MCG (in unit of ms).

Category Mean Median Min Max

Network 15.7 16.4 7.9 24.1
VSync 43.9 44.0 4.5 82.9

Game Rendering 27.9 28.2 25.7 33.2
Video Processing 27.2 28.9 18.1 46.7

Layer Composition 5.4 5.1 3.0 6.6
Others 2.6 2.3 1.6 3.9

menting relevant system (Android, AOSP, Trinity and Sun-
shine/Moonlight) modules and recording the timestamps of
relevant network packets. Specifically, we measure the net-
work latency (Stage 2 and Stage 12) by piggybacking times-
tamps with network packets between Sunshine and Moonlight.
In the cloud-side AOSP system, we instrument system ser-
vices including InputDispatcher, SurfaceFlinger, and
HWComposer in the framework layer, as well as the OpenGL
ES library in the Hardware Abstraction Layer (HAL). In this
way, delays of Stages 3-8 can be accurately recorded. In Trin-
ity, we instrument the virtual display module to obtain the
delay of Stage 9. Further, through tracking the encoding pro-
cess of Sunshine, delays of Stage 10 and Stage 11 can be
clearly observed. Finally, we instrument Sunshine and the
client Android system to measure the delays of Stages 13-15.

Based on the above fine-grained instrumentation through-
out the pipeline, we collected data at various times of each
day during a week, and obtained the latency traces for a total
of 35 hours of game playing. The measurement overhead is
confined to a negligible level: the average CPU utilization is
1%, and the average memory consumption is 703 KB. We
classify the delays of the measurable stages (Stages 2-15)
in the loop into six categories, including Network (Stage 2
and 12), VSync (Stages 4, 6, 8, 10, and 14), Game Render-
ing (Stage 5), Layer Composition (Stages 7 and 15), Video
Processing (Stages 11 and 13), and Others (Stages 3 and 9).

As listed in Table 2, in terms of mean latency, the VSync
mechanism (5 VSync events) contributes the most (35.7%)
to the non-network latency, even more than Game Rendering
(22.7%) and Video Processing (22.1%). Moreover, delays in-
curred by VSync events are highly fluctuating between 4.5 ms
and 82.9 ms (even more fluctuating than the network latency
in our measurements), causing the interactive latency to vary
significantly even when the network latency is stable. The
above findings explain the counter-intuitive phenomenon we
observe in §2.2—a lower network latency does not necessar-
ily translate to a better interactive latency, since network is
usually not the deciding factor. As for the “butterfly effect”
mentioned in §1, it happens mostly when network jitters cause
subsequent pipeline stages to miss VSync events according
to our observation.

As shown in Table 3, each VSync event is required by an in-
dividual stage. Delving deeper into the loop, we discover that
5 VSync events are tightly coupled with other stages. VSync1
has been built into modern game engines like Unity [82] and

Table 3: Specific roles of the five VSync events and the aver-
age latency incurred by each VSync event.

Stage Caused By Location Latency

4 Game Rendering Game 8.5 ms
6 Layer Composition I Guest Android 9.0 ms
8 Virtual Display Guest Android 9.5 ms

10 Frame Encoding Encoder 9.1 ms
14 Layer Composition II Client Android 7.9 ms

Unreal [29] (Stage 5). VSync2, VSync3, and VSync5 are
required by core graphics modules of both cloud-side and
client-side Android systems, (namely SurfaceFlinger and
HWComposer) (Stages 7, 9, 15). VSync4 is necessitated by the
video encoder to encode videos at user-defined frame rates
(Stage 11). Unfortunately, a lack of coordination between the
VSync events causes an uncertain delay for each game frame
with respect to each event. According to our measurements,
the latencies of 5 VSync events all exhibit a nearly uniform
distribution between 0 and 16.7 ms.

Fortunately, while all the VSync events are structurally
required and are hard to disable from the perspective of an
MCG platform, not every VSync event is functionally useful.
In the context of MCG, games are usually the only foreground
apps besides system UIs (e.g., Android task bar), so Layer
Composition and Virtual Display (Stage 7 and Stage 9) in the
guest Android system (AOSP) only append game-irrelevant
system UIs to a frame in almost all cases. Thus, these stages
(along with their VSync events) are functionally unnecessary
for MCG, as the game frames are ready to be displayed on
the client after Game Rendering (Stage 5). This motivates
our attempt to bypass some VSync events and decouple game
rendering from the lengthy graphics pipeline, hoping to avoid
or reduce their impact on the interactive latency.

4 System Design
Since the VSync mechanism is the biggest contributor to
the interactive latency of X-MCG, we wish to minimize its
negative impact. Guided by our diagnosis insights in §3.3,
we design LoopTailor, an adaptive whole-loop regulator of
VSync events for lowering the interactive latency of X-MCG
to a desirable level (<100 ms). In this section, we first present
a brief overview of LoopTailor along with the design goals
(§4.1). Then, we detail its two key components: Game Frame
Interceptor (§4.2) and Remote VSync Coordinator (§4.3).

4.1 LoopTailor Overview
LoopTailor sets out to meet the following design goals:
• Bypassing VSync events that are functionally unnecessary

without disrupting the frame access control of the graphics
pipeline (i.e., without harming the game’s visual display);

• Accurately predicting and aligning the remaining VSync
events to minimize their incurred latency;

• Introducing very little computational overhead and negligi-
ble impact on the smoothness of game graphics.



Figure 2 shows the architectural overview of LoopTailor,
which streamlines the interactive loop of X-MCG by crop-
ping the cloud-side graphics pipeline and stitching it to the
client-side pipeline in a fine-grained manner. At the heart of
LoopTailor are two key components: 1) Game Frame Inter-
ceptor (GFI, §4.2) that efficiently captures the game frames
ahead of schedule to bypass 2 (out of 5) VSync events; and 2)
Remote VSync Coordinator (RVC, §4.3) that forecasts and
synchronizes the remaining 3 VSync events by carefully co-
ordinating the cloud and the client. Note that the five VSync
events are necessitated by the Android system design and
the nature of constant-frame-rate video codec; apart from our
emulator-based solution, the high-level design of LoopTailor
is applicable to other (potential) solutions like container-based
or function-based serverless gaming as well.

4.2 Game Frame Interceptor (GFI)

GFI aims to capture raw frames from game rendering ahead of
time, before any form of layer composition. In Android, the de-
sired interception should take place between the game app and
SurfaceFlinger (before Stage 6 in §3.2), and there exist
multiple intuitive methods. App-level render redirection [17],
for instance, redirects the app rendering Surface to a vir-
tual display with hooking libraries such as XPosed [87], and
uses the MediaProjection API [15] to directly record ren-
dered contents. Framework-level buffer hooking [83] adds a
hook inside Surface, and performs interceptions whenever a
game-owned Surface delivers a frame to SurfaceFlinger.

Nevertheless, for MCG where captured frames need to be
subsequently encoded and sent to the client device, such in-
tuitive approaches incur considerable frame copy overheads
(note that frame encoding in the original X-MCG pipeline is
in-place, c.f., Stage 11 in §3.2). In essence, both approaches
capture frames solely from inside the guest, but ultimately
send the frames using the network provided by the host. There-
fore, data copies between the guest and host are unavoidable.

To realize low-overhead frame interception, our solution
breaks the virtualization boundary and captures game frames
in place. Figure 10 plots the workflow of GFI. The high-
level idea is to leverage cross-layer information from both
the guest system and the host-side virtual GPU to intercept
and forward handles (as opposed to the actual frame content),
so as to minimize data copies. In detail, we customize the
gralloc graphics allocator [12], the guest GPU driver, along
with the virtual GPU device in Trinity. Gralloc provides
crucial information regarding frame correlations across the
virtualization boundary, so that we can identify the actual
host-side GPU resources using the guest-side frame identifier.
Meanwhile, in order to separate render instructions of the
target game from other apps like Android system UI, we
modify the guest GPU driver, adding Android framework-
level Surface information into GPU render contexts.

Based on the above cross-layer information, we monitor

Game

System UI

Guest GPU Driver SurfaceFlinger

Encoder

Host Virtual GPU

…

Gralloc …

Figure 10: The workflow of GFI.

frame swap events (eglSwapbuffers) in the GPU driver,
so that when a game-owned Surface delivers a frame to
SurfaceFlinger, we can extract the actual resource han-
dle(s) referring to the game frame in the host-side virtual GPU
device. Afterwards, the intercepted resource handle(s) are im-
mediately forwarded to the video encoder module, which
utilizes the interop libraries provided by the GPU vendor
(e.g., nvenc [60] for NVIDIA GPUs) to achieve in-place col-
orspace conversion and video encoding. In this way, data
exchange between the CPU and the GPU, as well as between
the guest and the host, is kept minimal.

With the game frames intercepted, Stages 6-9 (c.f. §3.2)
in the original graphics pipeline can be bypassed, including
two VSync events, Layer Composition I, and Virtual Display.
Additionally, for SurfaceFlinger and the virtual display
device in Trinity, we disable their rendering logic to reduce
the GPU load, since the composited frames are no longer
needed (frame swapping is preserved to not disrupt the data
flow). Moreover, to support a minority of games that use mul-
tiple Surfaces for video playback or UI overlay, we add a
trimmed-down compositor in the encoder to replace the origi-
nal Android compositor in the VM, since the original Android
compositor introduces considerable overheads (e.g., comput-
ing visible regions, matching display devices, and drawing
layers). Specifically, we customize the Android compositor
by 1) discarding game-irrelevant layers, 2) removing unnec-
essary post-processing (e.g., submitting frames to display),
and 3) synchronizing the composition pace with the encoder
to minimize latency overheads. Instead of relying on a stan-
dalone VSync (which defeats our original purpose of bypass-
ing VSync events), frames are cached and composited right
before encoding, so the delay caused by frame composition
in these corner cases can be essentially reduced.

4.3 Remote VSync Coordinator (RVC)
Design Overview. With the informative help of GFI (Game
Frame Interceptor), RVC aims to align the remaining three
VSync events (VSync1, VSync4, and VSync5). As VSync5 is
controlled by the client OS and cannot be changed by a user



app, RVC proactively synchronizes the timing of the cloud-
side VSync1 and VSync4 with the client-side VSync5. To this
end, RVC first obtains the timing information of VSync5 from
the Android frame pacing library [6] in the client3, and then
predicts the delay of each intervening stage between VSync1
and VSync5 based on hierarchical time series forecasting [85]
(Hierarchical Latency Prediction).

Afterwards, RVC performs Synergetic VSync Alignment
which exploits the latency forecasts to adaptively postpone
VSync1 (Synergetic VSync Alignment for VSync1) and
strategically perform reactive frame encoding by decoupling
VSync4 (Synergetic VSync Alignment for VSync4). Hence,
a game frame (whose rendering and encoding are driven by
VSync1 and VSync4 respectively) can arrive at the client
(more specifically, arrive at VSync5) just in time, without
waiting for the signaling of VSync4 and VSync5.

Hierarchical Latency Prediction. There are four stages
happening between VSync1 and VSync5: game rendering,
frame encoding, network transmission, and frame decoding.
Although the latency of each stage can be independently fore-
cast as a time series and summed directly to get the overall
latency, the prediction result is oftentimes highly biased due
to error propagation [39].

To minimize the prediction error, our key insight is that the
stages have latent correlations within the end-to-end graphics
pipeline. For example, if the game player suddenly enters a
complex scene, game rendering will take longer time, the en-
coder will need more time to encode the frame as a standalone
key frame (i.e., I frame) [74], and the encoded frame will be
larger in size, leading to longer network transmission time
and longer client-side frame decoding time. Also, we note
that the involved latencies can be hierarchically organized as
shown in Figure 11. Therefore, we adopt hierarchical time
series forecasting [85] based on the MinT approach [85].

First, we adopt regression trees [52] to independently fore-
cast the time series at all levels of the hierarchy (termed base
forecasts). We resort to the regression tree algorithm as op-
posed to other algorithms because it is effective for both series
with seasonal features [67] and fluctuating series like network
latencies [89]. Moreover, it incurs low computation (<0.5 ms)
and memory (<1 MB) overhead. Efficiency is of particular
significance in our case, since the predictions need to be done
at intervals of a few seconds.

Regarding the inputs of the regression trees, we follow
common practice [67, 89] and feed them with the most recent
latency data, as well as relevant data including the size of
the encoded frame, network loss rate, and network bandwidth
passively estimated from the media stream [89]. Since we
need to make predictions at the frame-level granularity, the

3The timings of client-side stages (e.g., packet receiving, decoding, and
VSync5) are synchronized with the cloud server’s clock, leveraging a widely-
used clock offset estimation approach [22] and a classic skew compensation
algorithm [56]. The historical latency series (including the one-way network
latency) are measured according to the calibrated timestamps.
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Figure 11: The tree and the matrix representation of the hier-
archical latency series.

time window (i.e., the time unit in the forecast) is set as the
smallest VSync interval among VSync1, VSync4 and VSync5
(typically 1/60 s). Accordingly, the information window size
(i.e., the number of history time windows) and the forecast
horizon (i.e., the number of future time windows) are typically
set as 240 (=60×4) and 60, respectively. More details about
the setting of hyperparameters will be provided later in §5.4.

Given the base forecasts, we aim at minimizing the forecast
errors by strategically reconciling the forecasts across the lev-
els of the latency hierarchy. Let Dt = {y1,y2, ...,yt} denote
the history data observed up to time t, where yi (i = 1,2, ..., t)
is a vector containing all latencies in all levels of the hierar-
chy at time i. Let ŷt(k) (k = 1,2, ...,K) denote forecasts of
k future time windows based on Dt , where k is the forecast
horizon. Then, the optimal forecasts of k future time windows
minimizing the conditional expectation

E[∥ yt+k − ŷt(k) ∥
2
2|Dt ], (1)

where ∥ · ∥p is an Lp norm [30], is derived from

µt(k) = E[yt+k|Dt ]. (2)

More details on optimal hierarchical forecasts are in [39].
If the conditional expectation (1) has errors, we wish to

provide the best estimate of µt(k). Specifically, from the base
forecasts ŷt(k), we compute the revised forecasts as

ỹt(k) = SPŷt(k) (3)

with a weight matrix P ∈ P ⊆ R4×7, where P is the domain
of P and S is a “summing” matrix of order 7×4 used to ag-
gregate the lowest-level latency series, as shown in Figure 11.
In detail, we compute the weight matrix P by solving the
following optimization problem:

min
P∈P

Tr(Var[yt+k − ỹt(k)|Dt ]) subject to SPS = S; (4)

Tr(·) is the trace of a matrix, based on MinT estimator [85].
To conclude, we realize combination forecasts for all levels

of the latency series hierarchy through an optimal weight
matrix P. In this way, we minimize the standard error of the
coherent forecasts across the entire hierarchy.
Synergetic VSync Alignment for VSync1. With the pre-
dicted latencies in hand, the paces of VSync events can be
adjusted in a synergetic fashion. In practice, we adjust the tim-
ing of VSync1 by blocking game rendering in the virtual GPU.
As demonstrated in Figure 12, properly adjusting VSync1 can



reduce the interactive latency, by making the rendered frames
reflect more recent user inputs (e.g., the first three arrows
in Input Series 2). Specifically, once alignment occurs, user
inputs that happen in the interval highlighted by the red box
(i.e., the first 3 inputs in Input Series 2) will be processed by
“Rendering1” instead of by the original “Rendering2”. Con-
sequently, the response of these user inputs can be displayed
earlier, leading to a lower interactive latency.

We use Monte Carlo sampling [71] to minimize the de-
lay expectation of n future frames in the pipeline, where n
equals the forecast horizon. Specifically, we let Vc denote
the timestamp of the most recent VSync5 event in the client,
and let x = {x1,x2, ...,xn} denote predicted timestamps when
the client finishes frame decoding, where xi is the times-
tamp of the i-th future frame from now on. Then, we de-
note the timestamps of subsequent relevant VSync5 events as
V = {V1,V2, ...,Vn}, where Vi is computed as

Vi =Vc +

(
1+

⌊
xi −Vc

Ic

⌋)
· Ic, i = 1,2, ...,n. (5)

Here Ic is the time interval of VSync5. Given x and V , the
problem is to obtain the minimum positive value of o (de-
noting the offset of the current blocking adjustment) that
minimizes E(x,V ,o), which is the latency expectation of the
subsequent n frame processings. It is computed as

E(x,V ,o) =
n

∑
i=1

f (xi,Vi,o). (6)

Here f (xi,Vi,o) is the expected delay induced by the VSync5
event on Vi, which is computed as

f (xi,Vi,o) = (Ic − (Vi − xi −o)) mod Ic. (7)

Given that the latency expectation (6) is a discontinuous
function, we approximate the optimal value of o based on
Monte Carlo sampling. Finally, the VSync1 events are post-
poned with an offset of o, completing the alignment. In reality,
we perform the alignment for VSync1 periodically every n
frames, where n is the forecast horizon.
Synergetic VSync Alignment for VSync4. Given that the
cloud-side game frame rate and the client-side video frame
rate might be different, frame encoding is normally driven by
VSync4, whose interval matches the video frame rate. How-
ever, with the help of GFI, game frames can be encoded in a
reactive manner without waiting for VSync4, while maintain-
ing client-side frame rate stability based on the forecasts.

RVC decouples frame encoding from VSync4 events to
reactively encode ready-to-consume frames in time. When the
cloud-side game frame rate is lower than or equal to the client-
side video frame rate, all produced game frames need to be
encoded for streaming to satisfy the client-side requirement
as much as possible. Otherwise, the forecasts are used to
determine whether the encoder should encode or drop a game
frame, to match the video frame rate requested by the user.

The encoder memorizes the timeline of the original VSync4
events, as well as the timestamp of the last encoded frame.
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Rendering1 Rendering2

Input Series 3

Rendering3

Rendering1 Rendering2 Rendering3

Input Series 2

…

…

…

…

User Input

VSync1 Unaligned

VSync1 Aligned

VSync5 Display1 Display2

Figure 12: An example of Synergetic VSync Alignment. Af-
ter the alignment, the first three inputs in Input Series 2 are
processed ahead of schedule.

When a new game frame Fi arrives at Ti, it is encoded if the
age of the last encoded frame exceeds one VSync interval,
or if the predicted arrival time Ti+1 of the next frame Fi+1
satisfies |Ti+1 −Tv| ≥ |Ti −Tv| (Tv is when the next VSync4
event occurs). If neither condition holds, Fi will be dropped
since Fi+1 better fits the client-side video pace. In this way,
we can avoid delays incurred by VSync4 while adaptively
maintaining the frame rate stability of the video.

5 Evaluation
We first describe our evaluation setup in §5.1, followed by
evaluating the overall performance of LoopTailor in §5.2 and
assessing the contributions of individual modules in §5.3.
In §5.4, we present several micro-benchmarks to quantify the
impact of key parameters and network dynamics.

5.1 Experimental Setup
Collaborating with X-MCG, we deploy LoopTailor on their
cloud infrastructure. This facilitates fair comparisons between
the original X-MCG and X-MCG enhanced with LoopTailor,
which we refer to as LoopTailor for brevity. We also compare
LoopTailor with other representative MCG platforms studied
in §2.1: Tencent Pioneer, NetEase Cloud Gaming, JoyArk,
and CloudMoon. Regarding client devices, we leverage the
100 mobile devices used in our measurement study (§2.1).
Other settings (including camera settings, game types, game
play duration, RAT, streaming resolution / frame rate, etc.)
are the same as those in §2.1. We use the 100 mobile devices
to collect evaluation data during a whole month (Nov. 2023),
and collected a total of 21,743 valid records.

We also implement two intuitive baseline solutions based
on the X-MCG architecture to evaluate the performance of
LoopTailor in more depth. (1) Disable VSync: Since the client-
side VSync5 and the in-game VSync1 cannot be controlled
by an MCG platform, we disable VSync2/3/4 in the cloud.
(2) In-VM Streaming: With the help of virtualized codec and
NIC devices, videos are streamed in the guest OS (though the
host NIC should still be used).

5.2 Overall Performance
Figure 13 plots the average interactive latency for X-MCG,
LoopTailor, and four other MCG platforms (refer to Table 1
for their name-ID mappings), with a breakdown between
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Figure 13: Average interactive latency.
LT denotes LoopTailor.
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Figure 15: Performance breakdown re-
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Table 4: Latency comparison (in milliseconds) between Loop-
Tailor and baseline solutions. “Tail” refers to 99% percentile.

Interactive Latency Non-Network Latency

Solutions Avg. Med. Tail Avg. Med. Tail

LoopTailor 91 91 95 76 77 82
Disable VSync 106 105 121 90 90 104

In-VM Streaming 141 139 162 125 124 146

the network vs. non-network latency. As shown, LoopTai-
lor yields the lowest average interactive latency of 82-96 ms
(91 ms on average, 95 ms in 99% percentile), 35% lower than
the original X-MCG (139 ms on average, 158 ms in 99% per-
centile). Recall that a smooth gaming experience requires a
sub-100 ms interactive latency, which is achieved by LoopTai-
lor. Note that the desirable interactive latency of LoopTailor
is also ascribed to X-MCG’s wide deployment of edge servers
in the latter half of 2023. The non-network latency of Loop-
Tailor is only 64-82 ms (76 ms on average, 82 ms in 99%
percentile), 37% lower than the original X-MCG (121 ms on
average, 141 ms in 99% percentile) and 40% lower than the
best of the other four MCG platforms (127 ms on average,
150 ms in 99% percentile).

As shown in Table 4, LoopTailor outperforms the baseline
solutions in terms of interactive latency and non-network
latency. Although it appears that LoopTailor has no significant
latency advantage over Disable VSync, the latter introduces
severe side effects including unstable frame rate and screen
tearing [42]. As for In-VM Streaming, it performs the worst
due to the additional overheads of virtualized codec and NIC
devices for multiplexing hardware resources.

Regarding other QoE metrics for cloud gaming, we observe
that the average client-side video frame rate stays high at
an average of 59.8 FPS, with a small standard deviation of
0.6. This indicates that LoopTailor is capable of delivering
a smooth game streaming experience. Regarding the image
quality of LoopTailor, we do not observe jittery frames or
degradation of image quality compared to original X-MCG.

5.3 Contributions of Individual Modules
We evaluate the performance gain brought by each module of
LoopTailor: GFI (Game Frame Interceptor) and RVC (Remote

VSync Coordinator), by enabling them incrementally. We
exclude the network latency when reporting the results.

We begin with only enabling GFI. Recall that GFI elimi-
nates VSync2 and VSync3. As shown in Figure 14, this results
in an average non-network latency of 94 ms, a 22% reduction
compared to X-MCG. The maximum non-network latency
of GFI-only LoopTailor is even 7% lower than the average
non-network latency of X-MCG. To delve deeper into benefits
of GFI, we measure the latency reduction of different stages.
First, we consider the latency incurred by only VSync events
(termed VSync-induced latency) and plot its distributions in
Figure 15. As shown, GFI reduces the VSync-induced latency
by 38% on average. Second, GFI helps cut the layer com-
position latency by 52% since several unnecessary pipeline
stages are bypassed. Third, GFI further helps accelerate game
rendering by 6% because with a few pipeline stages bypassed,
more resources can be allocated for rendering.

Next, we enable RVC to make a full-fledged LoopTailor
system. As in Figure 14, RVC further reduces the average non-
network latency by 19%, compared to using GFI alone. This
translates to a 37% reduction in the total non-network latency
compared to X-MCG. Through Synergetic VSync Alignment,
RVC greatly reduces the average VSync-induced latency by
57% (73%) compared to using GFI alone (X-MCG). Unlike
GFI which only optimizes the cloud side, RVC tackles both
the cloud and the client side. It reduces the average latency
incurred by VSync5 on the client side from 8 ms to 3 ms.

The above results demonstrate both GFI and RVC are es-
sential for LoopTailor. Their synergy allows LoopTailor to
reach a consistently low non-network latency of 64-82 ms.

5.4 Micro-benchmarks
Impact of the Information Window Size. Recall from §4.3
that the information window size (IWS) determines the num-
ber of time windows used in latency prediction. Figure 16
shows the relationship between the IWS and the standard
error of latency prediction (the forecast horizon is set to 1 in
this experiment). As shown, the standard error first decreases
and then increases. The decrease is because larger informa-
tion windows usually provide more sufficient obervations on
history data, whereas the increase is explained by too many
outdated history data within the window.
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Figure 17: Avg. video frame rate & std error
with different forecast horizons.

<1 1~5 5~10 >10
Network Jitter (ms)

0

20

40

60

80

100

Av
g.

 N
on

-N
et

w
or

k 
La

te
nc

y 
(m

s) VSync4/5-Induced Latency Other Latency

Figure 18: Avg. non-network latency
with different network jitters.

Given the existence of key frames in game rendering, it
is preferable to set the IWS to be larger than the intervals
between each pair of key frames (usually about 10 to 20
VSync intervals based on our measurements). Meanwhile,
IWS should not be too large considering both the forecasting
errors and computation overheads. Figure 16 shows that RVC
achieves the lowest standard error when IWS is around 240,
which reaches the minimum standard error (0.6 ms) with a low
computation overhead (<0.5 ms). Regarding the prediction of
network latency, RVC achieves an average standard error of
<1 ms (0.69-0.84 ms as shown in Figure 16) under different
IWS settings. The standard errors exhibit tiny fluctuations
given that the network condition in our evaluation is stable
with only ∼2 ms jitters. The performance of LoopTailor under
diverse network conditions is discussed later in this section.

Impact of the forecast horizon. The forecast horizon de-
termines the number of future time windows produced by a
prediction in RVC. On one hand, a smaller forecast horizon
leads to a higher frequency of VSync1 adjustments, as illus-
trated in §4.3; adjusting VSync1 too frequently may result in
a slight client-side video frame rate drop, because an incor-
rect forecast may cause a frame deadline miss at the client.
On the other hand, a large forecast horizon may increase the
forecasting error. We experimentally quantify this tradeoff in
Figure 17, where the IWS is set to 240. Note that the slight
drop in the frame rate at a forecast horizon of 120 is due to the
sharp increase in the standard error. Based on the results, we
select a forecast horizon of 60 to balance the above tradeoff.

Impact of Network Jitters. LoopTailor should ideally main-
tain a low non-network latency even when the network con-
dition is highly dynamic. Figure 18 shows the average non-
network latency under different network jitters (i.e., standard
deviations of network latencies). The results demonstrate the
robustness of LoopTailor under diverse network conditions:
with ≤10 ms network jitters, there is only negligible fluc-
tuation in the non-network latency (75-78 ms); even when
the network jitter exceeds 10 ms, the non-network latency
only increases marginally to 82 ms. The slight increase in the
non-network latency is caused by the inflation of VSync4/5-
induced latency, which is attributed to the elevated forecasting
error under highly fluctuating network conditions.
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Figure 19: Architectural comparison of X-MCG and other
representative MCG solutions. The numbers atop arrows
refer to the average latency overhead per game frame.

6 Discussion
Generalizability. VSync1∼5 are not specific to X-MCG; in
fact, it is impractical to disable them as they are necessitated
by the design of the Android system (on both cloud and client
sides) and the nature of constant-frame-rate video encoding
(see §3.2). Thus, the defects of X-MCG are common to every
Android- and video streaming-based MCG platform. Fig-
ure 19 illustrates a detailed comparison of the architectures of
X-MCG and other representative MCG solutions. As shown,
employing other solutions such as Google Android Emulator-
based (abbreviated as GAE-based) and DroidCloud [47] also
results in the five VSync events in the end-to-end graphics
pipeline. Given the above facts, we believe that our insights
and designs are widely applicable to other platforms.

The developers of X-MCG make a careful choice among
existing MCG solutions by conducting comprehensive bench-
marks on them. The experiment results reveal that the graph-
ics virtualization mechanism of Trinity introduces ∼0.3 ms
latency overhead per frame, 83%-94% less than other rep-
resentative solutions [33]. Additionally, Sunshine exhibits
12.6%-26.7% lower end-to-end latency compared to other
streaming tools [37, 59, 63] due to its efficient in-place frame
processing capabilities. However, these advanced virtualiza-
tion and frame processing techniques still need the VSync



mechanism for frame access synchronization with other stages
in the graphics pipeline. Worse still, the high efficiency of
rendering and frame processing of X-MCG may even amplify
the impact of VSync events on the interactive latency.

Although we were unable to scrutinize other mobile OSes
such as iOS, we believe our insights and design principles still
apply, given that VSync is a graphics primitive and that the
virtualization stack is widely used for the cloud gaming back-
end. In fact, the closed-source nature of iOS prompts many
MCG applications running on iOS to leverage virtualized
Android backends to stream mobile games [41]. Furthermore,
iOS also uses layer compositors (e.g., Core Animation), and
iOS cloud gaming backends must also use virtualization to
achieve resource multiplexing.

Application scope. MCG platforms generally focus on en-
abling users with middle/low-end devices to smoothly play
graphics-demanding mobile games. For budget reasons, the
refresh rates of such devices are typically fixed and limited,
allowing LoopTailor to fully exploit its capability to opti-
mize the interactive latency for mainstream MCG users. For
high-end user devices with adaptive/high refresh rates, things
are different for VSync5 as the intervals between adjacent
VSync5 events become variable/short.4 In such cases, only
part of RVC (i.e., Synergetic VSync Alignment for VSync1) is
less effective. Other LoopTailor components are still effective,
as VSync1∼4 are not on client devices.

7 Related Work
Cloud Gaming Systems. Based on where rendering instruc-
tions are executed, cloud gaming systems can be classified
into two categories: host-rending and client-rendering. Host-
rendering systems typically follow the thin-client architec-
ture [19]. It offloads computation-intensive tasks to cloud
servers, and livestreams rendered game frames as an encoded
video to thin clients for display. Many systems follow this
paradigm such as those proposed by the academia [37, 40, 47,
48,64,76,86,88] and the industry [4,21,55,58,61,75,78,79].

Client-rendering systems, such as Games@Large [57] and
LiveRender [49], intercept graphics instructions in the cloud
and send them (along with graphics data such as vertices and
textures) to the client for execution. While this paradigm can
deliver high-fidelity graphics and enable secure GPU comput-
ing [38], it requires powerful client devices and networks [77],
making it less attractive to low-end devices. Our work focuses
on optimizing the performance of host-rendering systems
given their dominant popularity.

Android in the Cloud. Landing Android onto cloud systems
has become an emerging research topic. Existing cloud solu-
tions typically run Android in virtual machines [7, 8, 91] or
containers [21, 47, 76]. Considering the generality of both the

4In Android, variable refresh rate is supported by switching between
multiple discrete refresh rates rather than continuously adapting refresh rates
(as of Sep. 2024) [1], and thus the client-side VSync5 always exists.

Game Rendering Interceptor and Remote VSync Coordinator,
we believe LoopTailor applies to most of the above systems.
These systems generally use API remoting [27] or device em-
ulation [65,69] for graphics virtualization, which can be laggy
and inefficient due to, for example, excessive guest-host inter-
actions [33]. To overcome such limitations, recent advances
such as Trinity [33] (upon which we built LoopTailor) and
vSoC [66] employ various techniques to reduce guest-host
interactions, leading to higher graphics performance.

Another body of works set out to adapt Android to cloud
environments. For instance, DroidCloud [47] enables Android
to render on off-system GPU pools; CARE [76] cloudifies
Android into a cloud-native system by streamlining Android
system services. Our work instead operates on the graphics
pipeline, and is orthogonal to the above research.

Latency Mitigation for Real-time Communication. Be-
yond VSync, there is a plethora of works on reducing the
latency (incurred by rendering, network, and video coding)
for real-time communication (RTC) systems such as MCG.
They investigate a wide range of latency optimization dimen-
sions including rendering acceleration [25, 68], network con-
gestion control [5,84], video coding [36,73,88], optimization
model/metric [35, 93, 94], and cloud architecture [46, 50, 70].
Regarding graphics-related latency, recent studies [45, 86]
attempt to reduce it by predicting video frames, but they may
fall short in real-world conditions due to the high random-
ness of user actions [45, 86]. Contrasting above efforts, our
work focuses on shortening the lengthy cloud-side graphics
pipeline through a new dimension of regulating VSync events.

8 Conclusion

Mobile cloud gaming, as a highly interactive immersive appli-
cation, faces new latency challenges due to its sophisticated
backend graphics processing. In this paper, we identify VSync
as a major contributor to the end-to-end interactive latency
overhead and show that a specialized design can effectively
minimize the VSync overhead. The result is a stable sub-
100 ms interactive latency, leading to an average reduction of
35% compared with those provided by state-of-the-art MCG
platforms. We believe that the ideas and key building blocks
of LoopTailor, such as in-place frame capture and multi-stage
latency prediction, have more profound implications to the de-
sign and implementation of emerging immersive applications,
especially those operating in the edge/cloud-based model.
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